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Natural Language Inference (NLI)

▶ Task: Given a premise and hypothesis sentence, decide whether the relation
between them is an entailment, a contradiction, or neutral.

▶ Inference has a deep theoretical importance in linguistic semantics — NLI is
understood as testing understanding and reasoning in natural language
▶ Improvements in neural language modeling saw renewed focus on NLI (rebranded from

RTE) in the 2010’s: SICK (Marelli et al., 2014), SNLIBowman et al. (2015)
▶ Subsequent datasets seek to probe for understanding of specific linguistic phenomena:

MED (Yanaka et al., 2019a; Richardson et al., 2020), CURRICULUM benchmark (Chen and
Gao, 2022)
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Generative LLMs for Neurosymbolic NLI

General strategy:

1. Prompt an LLM to generate a logical representation of the premise and hypothesis
2. Use a theorem prover to determine the entailment relation.

▶ Try to prove the hypothesis from the premise → entailment
▶ Try to prove the negation of the hypothesis from the premise → contradiction
▶ Otherwise → neutral
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Generative LLMs for Neurosymbolic NLI

Examples:

▶ Olausson et al. (2023): LINC – majority voting for multiple FoL formula samples
▶ Pan et al. (2023): Logic-LM – Problem formulator chooses between Logic

Programming, FoL prover, Constraint Optimizatio, or SMT Solver
▶

Cf.:

▶ Chen et al. (2021): NeuralLog – inference via incremental monotonic rephrasing
▶ Tomihari and Yanaka (2023): Supplement word-to-word knowledge with visual LLM

phrase representations
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An abbreviated list of challenges ...

▶ There may not be much of [your favorite formalism] in the training data
▶ The LLM may generate syntactically incorrect translations
▶ There may be translation inconsistencies between preemies and hypothesis
▶ World knowledge may not be encoded (lexical inference, common knowledge, topoi)
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... and things one can do to mitigate them

▶ have premise formalisation in context window when generating for the hypothesis
▶ explicitly prompt for world knowledge
▶ few-shot prompting
▶ grammar-constrained decoding (Geng et al., 2024)
▶ re-prompt the model when the representation is incorrect (Pan et al., 2024)
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Our approach

1. We prompt the LLM with the premise and hypothesis and ask for FoL translations; we
also ask directly for a NLI label.
▶ As a baseline strategy, we also only ask for the direct answer
▶ In another condition, we ask the model to produce FoL formulas for any relevant lexical

world knowledge

2. The prompt includes three few-shot examples from the same dataset (formatted in
the same way as the current item)

3. The FoL formulas are provided to the Prover9 FoL theorem prover, with the
hypothesis as a goal
▶ In the world knowledge condition, both premise and world knowledge formulas are used
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Our approach

Prompts

▶ label-only – we only ask the LLM for the NLI label
▶ forms – we ask for FoL formulas representing the premise and hypothesis then ask for

the NLI label
▶ forms+wk – we additionally ask for formulas representing any relevant lexical

knowledge

Inference schemas

▶ DA – the direct answer label provided by the LLM
▶ P9 – the label inferred from whether Prover9 can find a proof from the LLM-written

premise formula (and any lexical knowledge) to that of the hypothesis or its negation
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Our approach

Model Zephyr 7b – freely available training code & data, reasonably good label-only
baseline, small enough to run on our GPUs

FoL Prover Prover9 – well-established FoL theorem prover, permissive and intuitive
syntax
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Datasets1

comparative – P: John is taller than Gordon and Erik..., and Mitchell is as tall as John; H:
Erik is taller than Gordon; neutral

conditional – P: Francisco has visited Potsdam and if Francisco has visited Potsdam then
Tyrone has visited Pampa; H: Tyrone has visited Pampa; entailment

negation – P: Laurie has only visited Nephi, Marion has only visited Calistoga; H: Laurie
didn’t visit Calistoga; contradiction

quantifier – P: Everyone has visited every place; H: Virgil didn’t visit Barry; neutral
lexical entailment – P: Sadat beat Jimmy Carter; H: Jimmy Carter secluded Sadat;

not-entailed
monotonicity – P: Not all new workers joined for a dinner H: Not all workers joined for a

dinner; entailment
1(Chen and Gao, 2022; Richardson et al., 2020; Schmitt and Schütze, 2021; Glockner et al., 2018; Yanaka

et al., 2019b) 10



Label E C N
DA P9 DA P9 DA P9

Dataset Prompt

comparative
label-only 77.6 – 73.7 – 6.8 –
forms 71.4 8.2 94.9 0.0 17.5 99.0
forms+wk 98.0 100.0 56.6 0.0 9.7 0.0

conditional
label-only 48.4 – 0.0 – 50.9 –
forms 74.7 59.8 54.7 50.0 43.6 100.0
forms+wk 50.5 37.0 51.6 48.4 0.9 100.0

negation
label-only 0.0 – 15.6 – 36.5 –
forms 0.0 0.0 60.0 98.9 90.4 100.0
forms+wk 2.2 0.0 62.2 98.8 9.6 98.2

quantifier
label-only 70.0 – 3.5 – 96.9 –
forms 72.2 59.8 82.5 27.2 29.2 100.0
forms+wk 98.9 64.0 1.8 23.5 5.2 100.0 11



Label E N/C
DA P9 DA P9

Dataset Prompt

lexical
label-only 6.7 – 94.6 –
forms 25.0 1.5 97.3 100.0
forms+wk 25.0 65.3 96.6 34.8

monotonicity
label-only 58.3 – 34.8 –
forms 46.8 16.7 47.8 90.9
forms+wk 47.5 50.0 47.2 54.6
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Discussion

▶ P9 recall is often very good for neutral; in conjunction with poor performance on
other labels, this indicates missing assumptions and/or inadequate FoL
representations

▶ DA is generally higher when the model is asked to generate formulas first, even when
the P9 score lower than DA
▶ exception: in the quantifier dataset the label-only prompt performs better than forms

▶ DA performance has an unpredictable response to prompting for world knowledge
▶ e.g., improves recall for comparative and quantifier entailments but at the expense of

contradictions
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Conclusion

▶ Performance given different prompts and inference schemata is highly idiosyncratic
WRT dataset

▶ That said, combining LLM-generated formulas with theorem proving is promising for
pushing the limits of challenging NLI datasets

▶ We only experimented with one LLM (Zephyr)
▶ We may get better performance with a formalisation that balances ubiquitousness (in

LLM training data) with linguistic expressivity

Thank you!
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Filtered and unfiltered Prover9 Recall

Label E C N

Dataset Prompt

comparative
forms 8.2 8.2 0.0 0.0 99.0 99.0
forms+wk 100.0 100.0 0.0 0.0 0.0 0.0

conditional
forms 57.9 59.8 48.4 50.0 100.0 100.0
forms+wk 35.8 37.0 47.4 48.4 100.0 100.0

negation
forms 0.0 0.0 97.8 98.9 96.5 100.0
forms+wk 0.0 0.0 93.3 98.8 95.7 98.2

quantifier
forms 57.8 59.8 24.6 27.2 97.9 100.0
forms+wk 61.1 64.0 21.1 23.5 96.9 100.0
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Filtered and unfiltered Prover9 Recall

Label E N/C

Dataset Prompt

lexical
forms 1.3 1.5 89.9 100.0
forms+wk 52.0 65.3 27.2 34.8

monotonicity
forms 13.7 16.7 74.5 90.9
forms+wk 36.0 50.0 36.6 54.6
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